Probing Polymer Viscoelastic Relaxations with Temperature-Controlled Friction Force Microscopy
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ABSTRACT: A quantitative method, using temperature-controlled friction force microscopy (FFM), has been developed to determine the frictional (dissipative) character of thin polymer films. With this method variations in friction are sampled over micrometer-scale regions and are reduced to "friction histograms," yielding the distribution of frictional forces on the surface. The temperature dependence of the mean value of the frictional distribution is correlated to the known glass-to-rubber transition (T_g) and/or secondary relaxation mechanisms in films of poly(methyl methacrylate) (PMMA), poly(ethylene terephthalate) (PET), and polystyrene (PS). The dominant contribution to friction, on polymer films, was attributed to viscoelastic mechanical loss. Using equivalent time scales, measured T_g's were lower than bulk polymer values. The frictional response of PMMA displayed time-temperature equivalence upon variation of scan-velocity and temperature. The rate dependence of the hindered rotation of the –COOCH_3 group (β relaxation) in PMMA was consistent with Arrhenius type behavior, allowing calculation of an activation energy. The activation energy of the thin film was found to be lower than measured bulk energies.

Introduction

The importance of polymeric films as protective coatings, adhesives, lubricants, etc. has brought increased attention to polymer surface properties. The behavior of a thin polymer film, not surprisingly, is known to vary considerably from that of the bulk polymer. This is a result of chain conformation differences, confinement effects, and the effects of air-polymer and substrate-polymer interfaces dominating a large portion of the films. Differences in free volume due to surface chain-end concentration can also impact polymer surface properties. The combined thin film and surface effects have been shown to affect the polymer viscoelastic relaxation properties and therefore the tribological properties.

The tribological properties, in particular friction, of polymers are known to have a large, even dominant contribution from internal viscoelastic dissipation, which ultimately is derived from molecular relaxation. Traditionally this was characterized by macroscopic measurements of rolling friction as a function of velocity and/or temperature. These rolling friction experiments mapped out a response similar to bulk viscoelastic loss tangent (tan δ) data, an expected result considering the thick (>100 μm) polymer films and large probing depths employed.

With the emergence of friction force microscopy (FFM), a type of scanning probe microscopy (SPM) that measures the lateral force on a probe caused by sliding friction, the ability to probe frictional processes at the nanometer scale is possible. Because the probe has a radius of curvature of tens of nanometers, and applied loads are on the nanonewton scale, the true surface layer can be studied under wearless sliding contact. Several studies have been made using the velocity dependence of friction to probe polymer molecular motion on thin films using FFM. Gelatin, poly(vinyl alcohol) (PVOH), poly(vinyl acetate) (PVAc), poly(ethylene terephthalate) (PET), and polystyrene (PS) thin films exhibit peaks in the velocity dependence of friction, attributed to the glass-transition or secondary relaxations (reflecting movement of functional groups on polymer chains). The velocity dependence of friction on nominally dry gelatin films displayed a peak in the friction-velocity relationship, which was attributed to the glass-to-rubber transition (T_g). The peak shifted to higher velocity for increasingly perturbative scanning. Variations in frictional distributions were also recorded. Friction histogram breadth and symmetry reflected the energy dispersion of relaxations characteristic of glassy or rubbery behavior. In another study an estimated contact diameter of the probe tip as a velocity-to-frequency conversion length scale allowed comparison to tabulated frequency-dependent tan δ data. This enabled the assignment of the α and/or β relaxation processes for PET, PVOH, PVAc, and gelatin thin films. Kajiyama et al. investigated the rate dependence of friction by varying the molecular weight of polystyrene. A transition from glassy to rubbery behavior with decreased molecular weight was demonstrated, and was attributed to excess free volume at the surface induced by surface segregation of chain end groups.

One obstacle of the above experiments was the limited velocity range available in commercial FFM, typically 4 orders of magnitude. It is well-known that both the time scale and the temperature affect the overall viscoelastic behavior of a polymer system. To date the limitations of piezoelectric scanners have restricted the range of temperatures examined to a narrow range near ambient conditions. With newly designed force microscopes, a broader range of temperature variation is now accessible. This provides a unique opportunity to explore
both temperature- and time-dependent polymer relaxation phenomena.

In the present study, we strive to develop a molecular-scale understanding of friction on polymer film surfaces by examining temperature-dependent behavior, as well as the interplay between time (velocity) and temperature.

**Experimental Section**

**Materials.** PMMA (Polysciences, MW = 60 000, M_\text{w}/M_\text{n} = 1.10), PS (Aldrich, MW = 44 000, M_\text{w}/M_\text{n} = 1.10), and PET (Aldrich) films were prepared by spin coating (2000 rpm) 0.25 wt\% polymer/solvent solutions onto silicon (100) wafers, which had a native oxide layer. Toluene was used as the solvent for PMMA and PS, and 2-chlorophenol was used for PET. Films were annealed at 100 °C under vacuum (≈0.01 Torr) for 2 h and allowed to cool under vacuum. Experiments were performed within days of film coating, and 1 day or less after annealing. Film thicknesses were measured using ellipsometry (Sopra) and found to be approximately 21, 12, and 20 nm (±5 nm), for PMMA, PET, and PS, respectively. Film surfaces were homogeneous with rms roughnesses ≤1 nm.

**Instrumentation.** All film characterization was performed with a PicoSPM (Molecular Imaging) scanning probe microscope with an M-scanner (lateral range = 30 μm; vertical range = 7 μm) in conjunction with a Nanoscope III controller (Digital Instruments). The design of the PicoSPM isolates the sample stage from the piezoelectric scanner and associated electronics, thus allowing for a wide variation in sample temperature, humidity, and atmosphere. Temperature variation is accomplished via a resistive heating stage (temperature range: ambient temperature to 170 °C). The temperature stage was calibrated using a k-type microthermocouple attached to a bare Si(100) wafer. The stage temperature response was linear throughout its range, and reached each set temperature within approximately 5 min. The sample area was enclosed within an O-ring-sealed glass chamber. A CaSO_4 column in conjunction with a hygrometer and feedback-controlled airflow were used to control the relative humidity (RH) for all experiments between 2 and 8%, limiting the effect of adsorbed water on the surfaces. Polymer films were equilibrated at these humidities for several hours before collecting images. Commercial uncoated 85-μm silicon cantilevers (spring constant ≈ 0.5 N/m) with integrated sharpened tips (Park Scientific Instruments) were used to characterize the frictional behavior of the polymer films. Reflective coatings were precluded in order to eliminate cantilever bending due to the difference in thermal expansivity of the cantilever and coating material. The probe tip radius of curvature was characterized through the use of a calibration grating (NTMDT). The grating is composed of silicon needles with a radius of curvature of ~10 nm. Figure 1a displays a topographic image of one grating needle acquired in contact mode, and rendered as a surface plot. Figure 1b shows a profile of the tip apex from Figure 1a. The topographic profile obtained is a convolution of the grating and probe tip radius of curvatures (r_c). From the image profile r_c = 26.8 nm, containing the sum of tip and grating radii of curvatures. The nominal radius of curvature from the manufacturer was approximately 20 nm, in agreement with our measurement given as a 10 nm contribution from the calibration grating. The radius of curvature for the probe tip used in these experiments was therefore estimated at ≈20 nm. Frictional measurements will depend on the precise shape of the probe tip. In all measurements penetration depths are only several nanometers, where the probe tip is shown to be spherical. This issue will be addressed further in the discussion section.

**Procedures.** Figure 2 (top) displays three images which were acquired simultaneously, topography (height), friction (trace), and friction (retrace) on a PMMA surface. Height images were acquired to determine surface roughness and wear and to gauge any topographic contributions to the lateral force. Forces remained sufficiently low to preclude changes in the measured topography over the course of an experiment; i.e., no discernible wear or roughening occurred. Applied forces were ≈10–15 nN, and tip–sample adhesive forces were ≈15–30 nN. The exact values of contact forces were evaluated for each experiment and used in the results and discussion sections.

The frictional force was determined from (one-half) the difference of trace (left-to-right) and retrace (right-to-left) 512 × 512-pixel lateral-force images, as indicated in Figure 2. We term the result "friction difference" images. Topographic contributions to the overall lateral force were independent of the scanning direction, and thus were removed by the subtraction process. Hysteresis in the scanning position (from trace to retrace images) also was removed by invoking a 1–2 pixel shift between trace and retrace images, yielding a more precise removal of topographic contributions. Image subtraction and shifting was accomplished using customized image processing algorithms. The frictional force was quantified by creating "friction histograms" of friction difference images, i.e., the number of image pixels within incremental friction–force intervals. This reduces 512 individual scan lines to a "spectroscopic" line shape, as shown in Figure 2, including information on the distribution of frictional forces. Images were collected with offset and planefit functions disabled, thereby retaining the zero of lateral force and thus the offset of the frictional peak on the friction force axis. All friction peaks were fit to a Gaussian distribution, as shown (Figure 2), to determine the mean value and breadth of the frictional force distribution. Numerous methods of friction force calibration exist;20–22 absolute friction forces in our study were determined by utilizing the coefficient of friction for SiO_2 on SiO_2...
as a standard. All temperature and velocity-dependent frictional data reported herein use one subtracted friction image (512 × 512-pixel trace-retrace) per data point. All images, except those used for the velocity/frequency variation study, used a scan size of 4 × 4 μm and scan frequency of 5 Hz, implying a scan velocity $(2 \times \text{scan width}) \times \text{(scan frequency)} = 40 \, \text{μm/s}$.

Force vs $Z$ displacement (“force curve”) measurements were collected several micrometers away from the imaged region prior to image collection. This procedure was repeated at each temperature, scan size, or frequency change in order to maintain a constant applied load and detect any changes in the state of the tip. Tip-sample adhesive (pull-off) forces are evaluated in the results section over the temperature range used in these experiments.

Figure 3 displays mean friction force as a function of temperature for a Si(100) wafer with native oxide. All reported variations in friction on polymers, as a function of temperature, are thus attributed to the properties of the material or its interaction with the SFM tip.

Results

Temperature Dependence of Friction on PMMA, PET, and PS. The temperature dependence of friction on a PMMA film is shown in Figure 4. Friction difference images are displayed for three temperatures, 50, 90, and 110 °C (Figure 4a). All three images have the same $Z$ (friction) scale and exhibit a “granular” frictional nanostructure. No noticeable change in nanostructure occurred in the topography with increasing temperature. Quantitative histograms of these images (Figure 4b) are symmetric and are effectively reproduced by a Gaussian function. The mean value and breadth of the distribution change dramatically as a function of temperature. Figure 5 shows a linear relationship between the dispersion (histogram width) and the mean value of friction determined in the 25–120 °C range. This relationship suggests the statistical nature of friction force measurements as follows. Some probability exists for small, discrete lossy events (relaxations) at each pixel location on a friction image. The more likely each
event (at certain temperatures) is, the greater the number of events that occur in the time interval of one pixel measurement. The more individual lossy events there are, the greater their sum and its variation between different measurements. Thus the distribution of measurements is a Gaussian relationship

$$y = \frac{A}{\sigma\sqrt{\pi/2}} e^{-2(f_f - F_{hf})^2/\sigma^2}$$

where $F_f$ is friction, $F_{hf}$ is the mean value, $\sigma$ is the standard deviation, $A$ is the area, and $y$ is the magnitude. Work exploring the dispersion of frictional forces will be discussed in a future publication.

The mean values from representative friction histograms for PMMA, PET, and PS are plotted as a function of temperature in Figure 6a–c. For each polymer there is a characteristic, reproducible dependence on temperature. Friction data for PMMA displays a broad peak centered at $\approx 50 \, ^\circC$ and another smaller peak is centered at $\approx 90 \, ^\circC$. In bulk viscoelastic studies the maximum of the secondary $\beta$ molecular relaxation occurs at $50 \, ^\circC$ at $\approx 2000 \, \text{Hz}$. The $\beta$ mechanism is assigned to the hindered rotation of the $\text{–COOCH}_3$ group about the $\text{C–C}$ bond linking it to the main polymer chain. The glass to rubber transition ($T_g$), measured from bulk studies, for PMMA, PET, and PS at 2000 Hz are approximately 125, 95, and 125 $^\circC$, respectively. In Figure 6a–c literature tan $\delta$ data at 2000 Hz are included for comparison and are shown as solid lines.

For each polymer there is good agreement with the overall shape of the measured friction and tan $\delta$ curves (Figure 6a–c). In particular, the breadth of the relaxation peaks (fwhm) are well correlated, except in the case of PS where the explored temperature interval includes only a monotonic rise of dissipation.

The pull-off force (a measure of adhesion) of the probe tip was measured for PMMA, PET, and PS at each temperature (Figure 7a–c) prior to collecting friction images. Figure 7a displays no temperature dependence on adhesion for PMMA until a temperature of $80 \, ^\circC$ where a discontinuity results, most likely from a change in tip state, then a steady increase in pull-off force results as the temperature increases well into the rubbery regime. PET displays no temperature dependence in pull-off force throughout the full temperature range explored (Figure 7b). Figure 7c shows an increase in pull-off force beginning at $120 \, ^\circC$, which is above the bulk glass-transition temperature of PS.

**Time–Temperature Dependence on Friction.** The interplay between relaxation time and temperature, i.e., time–temperature superposition, is well-established in polymer studies. In this investigation we focus upon PMMA to compare the dependencies of friction on scan velocity and temperature, and to relate the findings to molecular relaxations at the polymer surface. In Figure 8 the temperature dependence of friction is plotted with different symbols at four scanning velocities ranging from 2 to 220 $\mu\text{m/s}$ as indicated. Velocities of 220, 50, 20, and 2 $\mu\text{m/s}$ are achieved through increasing scan frequency and scan size. Data were acquired at all four velocities prior to ramping to the next temperature of interest. As rate decreases, the $\beta$ relaxation peak (at $40 \, ^\circC$ for 220 $\mu\text{m/s}$) apparently shifts to lower temper-
This is consistent with the idea that the same molecular relaxation requires longer time at lower temperatures. Figure 9 is the same PMMA data from Figure 8 but plotted as friction vs velocity at discrete temperatures. Figure 10 shows a “master curve” constructed from the velocity-dependent data (Figure 9). Here each set of data (at a given temperature) is multiplied by a shift factor $a_T$, such that the data sets overlie each other.

The Arrhenius relationship (eq 2) between shift factor $a_T$ and temperature $T$ is commonly used for secondary relaxation phenomena, where $T_0$ is the reference temperature and $E_a$ is the activation energy. In Figure 10 the velocities at different temperatures were shifted to a reference temperature of 60 °C. The Arrhenius plot of $a_T$ vs $1/T$ is shown in Figure 11. From the slope of the Arrhenius plot, an activation energy of $\approx 12$ kcal/mol was calculated for the hindered rotation of the --COOCH$_3$ in PMMA.

Discussion

Friction traditionally is described with two terms, interfacial (“adhesive”) forces and “deformation” (mechanical loss) forces. It is important to consider both when interpreting results to assign a mechanism of friction. Figure 7 shows no increase in pull-off force (adhesion) except when the temperature is sufficiently high, into the rubbery regime. Above $T_g$ the contact zone will increase because of a decrease in polymer modulus. In the case of PMMA, this increase in contact zone did not occur until well into the rubbery regime and very near the bulk glass transition temperature. PS displayed an increase in pull-off force very near the bulk $T_g$ as well. PET showed no such increase, but most likely at much higher elevated temperatures it would display a similar increase in pull-off force. For the polymer films, studied herein, temperature-dependent changes in friction clearly relate to variations in mechanical (viscoelastic) loss. Given the minimal changes in adhesion with temperature, our interpretations clearly must focus upon mechanical energy dissipation.

Velocity/Frequency Relationship. The characteristic temperature-dependent line shapes for each polymer, as determined by bulk dynamic mechanical or dielectric experiments from literature, were compared to our frictional measurements. For the comparison to be valid the literature data must match the friction data in the frequency (time scale) of the measurement. The conversion procedure of scan velocity to frequency has been described in a previous publication, whereby a contact diameter was calculated to convert scan velocity to frequency by simple division. The contact diameter thus determines the time the probe tip affects a point on the polymer surface. Given a radius of curvature of
20 nm, applied load = 10 nN, and adhesive load = 15 nN and assuming a bulk storage modulus, the contact diameter can be estimated by JKR theory to be 18.7 nm. Thus for a scan velocity of 40 μm/s the equivalent frequency of measurement of ~2000 Hz can be used for comparison to tabulated tan δ data acquired at this frequency.

It is important to consider possible errors in the comparison of time scales for tan δ and friction measurements. A potential difficulty of this analysis is its reliance on an estimate of the tip–sample contact diameter. Measurement of the radius of curvature of the tip involves either a calibration grating, as in our case, or SEM images of the tip. If the radius measured is under/overestimated by a factor of 2 the frequency calculated changes by the same amount, or ~10^3 Hz. For the polymers studied herein, a change of 1 order of magnitude in frequency corresponds to a relaxational peak shift of 5 °C. Thus our methodology should be within ~1 °C of measured dynamic experiments, if no differences in surface and bulk properties existed. Furthermore, to account for the 35 and 50 °C differences between measurement types our rate methodology would have to produce errors of 7 orders of magnitude in frequency for PET using 5 °C per order of magnitude shift in temperature for the time–temperature conversion for both polymers. Although approximations certainly yield some error in our rate conversion, clearly they alone cannot account for such egregious differences in Tg. Of course the force field extending beyond the tip into the polymer must also be involved in the conversion. This will be addressed in the next section.

**Friction/tan δ Relationship.** To compare absolute values of tan δ and frictional force, a relationship must be developed. Several models correlating the loss tangent (tan δ) to frictional force on polymer surfaces have been proposed.25 We present here an alternative model, which relies only on experimentally determined parameters. This will enable direct comparison between measured frictional forces and tabulated viscoelastic loss data.

To model a force microscope probe tip on a compliant flat surface we assume spherical-cap contact geometry. At this time, this is a necessary approximation, as there is no way to access the exact shape of the contact zone between tip and sample surface during a SFM experiment, this remains a difficulty in all SPM contact modeling. Justification for this assumption is shown in Figure 1b, whereby the tip apex measured for our probe tip was approximately spherical. When the sphere slides across a compliant sample it induces a trench-shaped deformation region (Figure 12). The amount of energy dissipated (ΔU) per sliding distance (Δx) is the frictional force. As described in previous theories, the energy dissipated per unit volume of deformed polymer is described by the loss modulus E”. Energy dissipation due to the breaking of interfacial adhesive bonds is ignored, because measured variations in friction are not tracked by variations in pull-off force. For a spherical tip with radius of curvature R, contact radius a, and spherical-cap cross section of area A, we obtain

\[
F_f = \frac{\partial U}{\partial x} = E'' A \frac{\partial x}{\partial x} = E'' R \left[ \sin^{-1} \left( \frac{a}{R} \right) - \frac{a}{R} \sqrt{1 - \left( \frac{a}{R} \right)^2} \right]
\]

\[\text{Figure 12. Diagram of probe tip on surface and volume element traced out by tip.}\]

Expanding Ff in a power series of (a/R), using the first three terms of the expansion, we obtain:

\[
F_f = E'' R \left( \frac{2a}{3R} + \frac{a}{3R^2} - \frac{1}{28} \frac{a^7}{R^6} \right) + \ldots
\]

where

\[
a^3 = \frac{R}{K} \left[ F_{ap} + 3\pi RW_{12} + \sqrt{6\pi RW_{12}F_{ap} + (3\pi RW_{12})^2} \right]
\]

where Fap is the applied force, W12 is the interfacial energy, and K is

\[
K = \frac{4}{3} \left( \frac{1 - \mu_{polymer}^2}{E_{polymer}} + \frac{1 - \mu_{tip}^2}{E_{tip}} \right)^{-1}
\]

where E’ is the elastic modulus and μ is the Poisson ratio. The JKR equation is substituted for a/R and simplified, where

\[x = F_{ap} + 3\pi RW_{12} + \sqrt{6\pi RW_{12}F_{ap} + (3\pi RW_{12})^2}\]

We substitute for a/R in eq 4 to obtain

\[F_f = E'' R \left( \frac{2x}{3R^2K} \right) + \frac{1}{5} \left( \frac{x}{R^2K} \right)^{5/3} - \frac{3}{28} \left( \frac{x}{R^2K} \right)^{7/3} + \ldots \]

Equation 8 simplifies to obtain the tan δ dependence on friction.

\[F_f = \frac{2xK'' E''}{3E'} + \frac{R^2 E'' (xK')^{5/3}}{5 \left( R^2E' \right)^{5/3}} + \ldots = x \tan \delta \left[ \frac{2K'}{3} + \frac{1}{5} \left( \frac{xK'}{R^2E'} \right)^{2/3} + \ldots \right]
\]

where K’ = E’/K. The second term in the expansion accounts for ~10% of the overall friction calculated from eq 9, given the R, W12, and applied loads used in our experiments; higher order terms contribute even less. Equation 9 adequately accounts for the dependence of
friction on temperature through most of the range presently explored. At temperatures up to \( T_g \) the temperature dependence of the loss modulus dominates the frictional response. Above the glass transition a presumed decrease in storage modulus increases the contact area thereby increasing the adhesive component of friction (Figure 7a,c).

The largest source of error in this model is the assumption that the volume element for dissipation only includes the amount of polymer traced out by the probe tip. In actuality additional energy will be dissipated by creation of a strain field which extends farther into the polymer. To gauge the contact volume involved in the friction measurement we use eq 8 to estimate the difference between friction and tan \( \delta \) with this model. Taking literature tan \( \delta \) values for the 3 polymer systems as being 0.03, 0.10, and 8 for PMMA, PET, and PS \( \alpha \) relaxations \( (T_g) \), and 0.068 for the \( \beta \) relaxation in PMMA, we can calculate a frictional force through the use of eq 9.24 Knowing the radius of curvature of the tip and the interfacial energy (a function of the adhesive force measured in our experiments), we calculate the frictional forces as 5.4 nN and 2.4 nN for PMMA \( \beta \) and \( \alpha \) relaxations and 3.8 nN for the PET \( \alpha \) relaxation. PS cannot be evaluated due to the lack of a maximum in frictional force for the \( T_g \). Thus our model underestimates friction by a factor of \( \approx 5 \) for all three relaxations. If we calculate the ratio of \((a/R)\) needed to account for the measured frictional forces a value of \( \approx 0.80 \) is obtained. If in fact the contact radius was a large portion of the radius of curvature, wear into the film would be expected, especially since the film is on the order of \( R \). Thus a strain field extending farther into the polymer film, beyond the probe tip is likely. If we use this larger deformation diameter in our velocity to frequency conversion the result is an effective shift of relaxation peaks to a slightly lower temperature. Clearly the \( T_g \) depression implied in our results is real.

**Thin Film/Bulk Comparison.** In all surface friction studies, we observe the position of the glass-transition temperature lowered somewhat compared to bulk dynamic mechanical measurements. The friction data for PMMA and PET contain peaks corresponding to tan \( \delta \) peaks, but shifted 35 and 50 \( ^\circ C \) lower, respectively. Furthermore the activation energy of \( \approx 12 \) kcal/mol calculated for the hindered rotation of the \( -\text{COOCH}_3 \) in PMMA was lower than the previously measured value \( (17-23 \text{ kcal/mol}) \) using bulk mechanical and dielectric methods.24 Although the position of the \( \beta \) relaxation in PMMA (Figure 6a) corresponds to the bulk value, this lowered activation energy would suggest otherwise. Most likely the discrepancy arises from the previously discussed underestimated contact zone which would lower the comparison frequency of the measurement.

The lowered \( T_g \) and rotational activation energies may be indicative of a greater free volume at the polymer surface. Depression of the glass transition has been observed for films similar in thickness to ours (~100 nm).3,6,7 The effect has been attributed to an increase in free volume in the polymer due to the effects of constraining surfaces. This affects the polymer conformations and such effects could account for the drastic departure from bulk behavior observed in the present study. It is also known that elevated pressure under the probe could increase the glass transition temperature.27–29 But the magnitude of such an effect may be quite small under the relatively low contact forces (~20 nN) examined in this work. Research into issues of substrate interaction, thickness, and pressure is ongoing.

**Conclusions**

A quantitative method, using temperature controlled FFM and “friction histograms,” has been developed to determine the frictional (dissipative) character of polymer surfaces. The use of two-dimensional friction images containing 512 scan lines as opposed to one-dimensional friction loops enabled efficient data collection and high signal/noise determination of the distribution of frictional forces. It was found that the mean value and dispersion of friction forces depended on both temperature and pressure. This provided a quantitative method for the determination of friction forces and allowed correlation of the friction forces measured with a substrate.

The dependence of the frictional forces measured with the friction histograms allowed correlation of the friction forces measured in the JKR model. The JKR model was found to be indicative of a greater free volume at the polymer surface. Depression of the glass transition has been observed in several materials and such effects could account for the drastic departure from bulk behavior observed in the present study. It is also known that elevated pressure under the probe could increase the glass transition temperature.27–29 But the magnitude of such an effect may be quite small under the relatively low contact forces (~20 nN) examined in this work. Research into issues of substrate interaction, thickness, and pressure is ongoing.
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